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Current methods for assessing the performance of surgical teams, such as observational rating scales and 

team self-assessments, have significant limitations. Existing methods primarily focus on subjective 

evaluations of surgical team performance or use an unstructured and descriptive method, resulting in 

inaccurate, biased evaluations. A computer vision (CV) -based method has been proposed in this study to 

overcome these challenges. This technique is based on estimating the position and movement of OR staff 

during procedures using video data captured by standard cameras to assess the performance of Operation 

Room (OR) staff. We examined the feasibility of this approach by extracting OR team motion metrics from 

30 videos from real-life cardiac surgery operations. Further studies are needed to provide more validation 

of the efficiency of this method to quantify the performance of surgical teams. 

 

 

INTRODUCTION: 

 

 Surgical procedures take place in high-risk and complex 

environments, where multiple specialized professionals work 

together to deliver effective care to patients (Roger D. Dias et 

al. 2021). Therefore, teamwork is critical for the successful 

performance of surgical teams during open, minimally 

invasive, and robotic procedures. Team performance during a 

surgical procedure varies depending on the team’s work 

experience and cognitive demand on individual operating 

room (OR) personnel (Avrunin et al. 2018) Understanding 

team performance, therefore, is essential for establishing a 

more systematic mechanism for improving patient outcomes 

(Molina and Heng 2009; Dearani et al. 2019; Roger D. Dias, 

Shah, and Zenati 2020; R. D. Dias et al. 2022; Ebnali et al. 

2022).  

Assessment of surgical competency at individual and 

team levels has become a priority for both surgical educators 

and licensing boards (Liu et al. 2021). Methods currently used 

to assess team performance in training laboratories and 

operating rooms, such as observational rating scales and team 

self-assessment, suffer from significant shortcomings. Most 

existing methods focus on subjectively evaluating 

performance or utilizing an unstructured and descriptive 

approach, leading to potentially biased and inaccurate results. 

Several promising quantitative methods have also been 

examined in recent studies to evaluate surgical team 

performance, including gesture detection using special 

cameras (e.g., the Kinect)(Kim et al. 2014), body markers 

(Uslu et al. 2021), wearable device sensors(Zulbaran-Rojas et 

al. 2021), and instrument tracking(Bouarfa et al. 2012). These 

technologies are, however, difficult to implement in OR 

environments because of privacy and patient safety concerns 

(Varadarajan et al. 2009).  

To address these challenges, our study proposes a 

computer vision (CV) based method for analyzing the 

performance of OR staff during procedures by estimating the 

position and movement of their bodies as captured in video 

data without expert monitoring or using specialized 

technologies. The effectiveness of CV techniques in 

evaluating human performance has been demonstrated through 

a number of applications, both within and outside healthcare. 

More specifically, CV-based techniques have been 

investigated in the assessment of technical  (Wang and 

Majewicz Fey 2018; Jin et al. 2018; Louis et al. 2022) and 

non-technical (Kennedy-Metz et al. 2021; Roger D. Dias, 

Shah, and Zenati 2020; Roger D. Dias et al. 2022) surgical 

skills. Previous studies also used these methods to inform 

surgical teams with quantitative and actionable feedback, and 

enhance machines' capabilities by acquiring transportable 

teamwork competencies (Mumtaz et al. 2022) to create better 

coordination with the human and machine counterparts in a 

team and allowing other team members to determine when and 

how best to communicate with teammates, further enhancing 

ability and trust in human-machines (Carroll et al. 2019).  

 

METHOD: 

 

The proposed method is based on the OpenPose library 

(Openpose: OpenPose: Real-Time Multi-Person Keypoint 

Detection Library for Body, Face, Hands, and Foot 

Estimation n.d.) and video data captured by standard cameras 

that are available in OR environments without needing the 

attachment of makers or sensors to the OR staff. OpenPose is 

a posture-tracking algorithm employed to estimate the posture 

(keypoints) of multiple people from the images captured by a 

monocular camera using a multi-stage convolutional neural 

network (CNN), to predict confidence 2D maps of body part 

locations, and estimate Part Affinity Fields (PAF) which 

encode the degree of association between body parts. 

Training and validation of the OpenPose algorithms were 

evaluated on two benchmarks for multi-person pose 

estimation: the MPII human multi-person dataset and the 

COCO 2022 keypoints challenge dataset. Both datasets had 

images collected from diverse real-life scenarios, such as 

crowding, scale variation, occlusion, and contact.  
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The following is a summary of the steps involved in using this 

method: 

 

Step 1: Position keypoints generation from recorded OR 

videos:  

As shown in Figure 2, after recording the video during 

the OR procedure, the OpenPose library can be used to 

identify the position of keypoints (17 keypoints, Figure 1) in 

the OR staff’s body. A human pose skeleton denotes the 

orientation of an individual in a particular format. 

Fundamentally, it is a set of data points that can be connected 

to describe an individual’s pose. Each data point in the 

skeleton can also be called a part or coordinate, or keypoint. A 

relevant connection between two coordinates is known as a 

limb or pair.  

 

 
Figure 1. (a) Keypoints that can be detected by the OpenPose algorithm on 

OR staffs, (b) example of how Euclidean distance is used to measure the 

displacement of each individual of OR staff.  

 

Step 2: Position keypoint extraction:  

OpenPose creates JSON files for each frame containing 

all keypoint positions, which can be merged to produce a 

single file for all frames and persons. Aggregating data from 

all frames creates a larger file containing the x and y locations 

of keypoints of each OR staff in each time frame.  

Step 3: Pre-processing position data:  

According to our previous studies (Roger D. Dias et al. 

2022), we suggest using only the neck keypoint (keypoint 1) 

during the pre-processing stage since changing the 

coordination of this keypoint resulted in higher accuracy in 

capturing the whole body movements of a person. For more 

specific aspects of team movements, other keypoints can also 

be used individually or collectively. After dealing with outliers 

and missing data, the x and y coordinates of the neck keypoint 

are suggested to calculate the Euclidean distance between the 

neck and a reference point (x = 0, y = 0) (Figure 1). The 

average displacement per frame in pixels (px) then can be 

calculated across all team members to capture the entire team 

motion.  

Step 4: Team displacement data analysis: 

Team displacement data measured in Step 3 can be 

analyzed using time-domain methods such as mean, median, 

standard deviation (SD), max, and min of team displacement 

data. This data can also be transferred to the frequency domain 

for further analysis using power spectral density to identify 

peak and frequency bands' statistics. Our previous studies 

have also shown that nonlinear methods such as Shannon 

entropy can be useful in evaluating team performance based 

on motion and physiological data(Roger D. Dias et al. 2021). 
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Figure 2.  A computer vision (CV) based method for analyzing the 

performance of OR staff during procedures 
 

USE CASE STUDY: 

 

We examined the feasibility of this approach by 

extracting OR team motion metrics from 30 videos from real-

life cardiac surgery operations. Afterward, we explored the 

relationship between these metrics and non-technical skills 

(NTS). An NTS assessment tool was used by 3 trained raters 

to assess these 30 videos. Raters used a Likert scale to rate 16 

behavioral skills in the following categories: situational 

awareness, leadership, communication and teamwork, and 

decision-making. All ratings were averaged to derive an 

overall NTS score. Teams with ratings within the first quartile 

were classified as “Poor NTS”, and those teams within the 

fourth quartile were classified as  “Good NTS”.   

The metrics related to power spectral density and entropy 

were calculated to estimate the level of team organization and 

identify variations that may arise from a high cognitive load, 

medical errors, emergencies, or flow disruptions. We found 

that teams with non-technical scores exhibited significantly 

lower entropy in motion patterns, reflecting more consistent 

body motion during a critical cardiac surgery phase.  Our 

study demonstrated that this methodology can be used as a 

feasible approach to understanding team performance based 

on metrics extracted from surgical video data using position 

estimation of OR personals with the OpenPose library.  

 

CONCLUSION: 

 

This study proposed a novel approach to analyze 

dynamic changes in OR teams by extracting and analyzing the 

position of OR staff’s body in video data recorded by standard 

cameras during OR procedures. We also evaluated the 

feasibility of this method in real cardiac surgical data in 30 

videos from real-life cardiac surgery operations. The findings 

suggested the proposed method could be a useful approach to 

characterize dynamic changes in OR teams, helping to better 

understand team performance with an automated approach. 

Further studies are needed to provide more validation of the 

efficiency of this method to quantify the performance of 

surgical teams.  
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