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A B S T R A C T

Artificial Intelligence is being employed by humans to collaboratively solve complicated tasks for search
and rescue, manufacturing, etc. Efficient teamwork can be achieved by understanding user preferences
and recommending different strategies for solving the particular task to humans. Prior work has focused
on personalization of recommendation systems for relatively well-understood tasks in the context of e-
commerce or social networks. In this paper, we seek to understand the important factors to consider while
designing user-centric strategy recommendation systems for decision-making. We conducted a human-subjects
experiment (n=60) for measuring the preferences of users with different personality types towards different
strategy recommendation systems. We conducted our experiment across four types of strategy recommendation
modalities that have been established in prior work: (1) Single strategy recommendation, (2) Multiple similar
recommendations, (3) Multiple diverse recommendations, (4) All possible strategies recommendations. While
these strategy recommendation schemes have been explored independently in prior work, our study is novel
in that we employ all of them simultaneously and in the context of strategy recommendations, to provide
us an in-depth overview of the perception of different strategy recommendation systems. We found that
certain personality traits, such as conscientiousness, notably impact the preference towards a particular type of
system (𝑝 < 0.01). Finally, we report an interesting relationship between usability, alignment, and perceived
intelligence wherein greater perceived alignment of recommendations with one’s own preferences leads to
higher perceived intelligence (𝑝 < 0.01) and higher usability (𝑝 < 0.01).
1. Introduction

The increasing capabilities of AI-systems has led to their widespread
use in many fields. However, for safety-critical domains, such as search
and rescue (Murphy, 2004; Heintzman et al., 2021), aviation (Li et al.,
2021) and healthcare (Magrabi et al., 2019), a partnership between
humans and AI is preferred over complete reliance on AI-systems. To
engender effective collaboration, humans need to be able to specify
their intent with regards to how an AI system should perform the
collaborative task, such that both human and AI-partners work towards
the same goals (Gombolay et al., 2017; Tabrez et al., 2020; Nikolaidis
and Shah, 2012; Johnson and Bradshaw, 2021). In military applica-
tions, strategies must be communicated and understood across a variety
of team members, from politicians to commanders to soldiers (Farwell,
2020). For search and rescue applications, robot operators need to
develop a shared mental model with the robot to communicate effective
search strategies (Burke and Murphy, 2004). Humans may want an au-
tonomous vehicle to exhibit or recommend different driving strategies
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depending on the person’s preferences or situation (Liang et al., 2023).
In a human–AI collaboration, it may be helpful for the AI-system to
query for a user’s intrinsic preferences and present a recommendation
for an executable strategy that the human can accept, reject, or modify.
We define this task of recommending appropriate strategies to a user
in a mixed-initiative task as ‘‘strategy recommendation’’.

However, humans may not always be able to communicate their
intention as executable instructions, due to a lack of technical expertise
required to structure their intent into the appropriate format. Prior
work on cooperative strategy building between human and AI collab-
orators has provided methods to produce novel strategies, within a
domain, based on prior interactions (Zhao et al., 2022; Ruan et al.,
2022). Additionally, recent work has shown that when humans interact
with AI/Robot systems, there is a growing expectation for personaliza-
tion (Gasteiger et al., 2023; Kim et al., 2021). Strategy recommendation
systems, capable of curating novel strategies, will likewise require
personalization. For example, a user may perform better at a game
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when an AI presents a strategy that caters to the user’s play style.
Additionally, strategies produced by a model need to be deemed by
a user as interpretable and acceptable. Designing suitable strategy
recommendation systems would enable humans who are non-experts
to coordinate on the strategies for the task they are trying to collab-
oratively accomplish. In this work, we investigate how to design the
output from strategy recommendation systems, such humans find the
recommendations easy to use and that the recommendations align with
the user’s goals.

To design these strategy recommendation systems, we need to
consider and incorporate the functional and dispositional requirements
of end-users. Prior studies on recommendation systems and human–
AI collaboration elucidate the need for the user-centric design of such
systems to engender effective collaboration. Users have been shown to
be more resistant to utilizing generic AI systems since the AI-system
would not be able to cater to the unique characteristics and demands
of the users (Longoni et al., 2019). Personalizing recommendations is
one such method of enabling AI systems to curate suggestions that
are specific to a user (Huang et al., 2022). Personalization has already
proven to be effective in increasing consumer satisfaction (Xiao et al.,
2019) and business revenues (Behera et al., 2020). Previously, content
personalization for Recommendation Systems based on user preferences
has been done through Collaborative Filtering, Content-based Filtering,
and hybrid approaches (Kumar and Thakur, 2018; He et al., 2017;
Schafer et al., 2007; Lops et al., 2011).

Developing user-centric recommendation systems not only involves
personalizing the content of recommendations but also how content is
presented to the users. Despite these algorithmic advances in content
personalization, humans have nuanced requirements that can impact
their interactions with the recommendation system. Sometimes humans
find it useful being recommended items relevant to their needs and
preferences, such as during e-learning (Tarus et al., 2018) and for
e-commerce (Linden et al., 2003). Other times, humans seemed to
be more satisfied upon receiving a diverse set of options to choose
from Kunaver and Požrl (2017). Personality traits also impact the
inclination towards a particular structure of items within a recommen-
dation (Nguyen et al., 2018). For instance, Nguyen et al. showed that
users who are more introverted preferred diverse recommendations
over similar recommendations. Also, users who were less open pre-
ferred recommendations that were more in line with their previously
consumed data. However, these findings might not be consistent in
the context of recommendation systems for human–AI collaboration.
Therefore, it is important to study how the structure of the items in rec-
ommendation impact the perception of the strategy recommendation
system.

In this paper, we propose a novel humans-subjects experiment to un-
derstand factors that would be relevant for designing effective strategy
recommendation systems for human–AI partnerships in safety-critical
domains. Motivated from prior work, we formulate the strategies in
terms of goals and constraints required to achieve the task (Tambwekar
et al., 2022). Our work seeks to study how we can best personalize
the collection of strategy recommendations for humans. Unlike prior
work studying personalization within recommendation systems, which
studies the relevancy of content within a recommendation itself, we
seek to understand how to best select the assortment of strategy rec-
ommendation(s) to suit a user’s personality and disposition. We want
to determine whether the nature and structure of strategy recommen-
dations influence a user’s perception of the system. For our study, we
develop a validated metric for converting a user’s gameplay preferences
into actionable strategies. We employ this metric to present recom-
mendations to a user based on their preferences. In our experiment,
we study four baselines motivated from prior work (Tan et al., 2008;
Szpektor et al., 2013; Bollen et al., 2010) but through a between-
subjects design and in the context of strategy recommendation systems;
(1) Single strategy recommendation which most closely align with a
2

user’s preferences, (2) Multiple recommendations which are similar to a s
user’s preferences, (3) Multiple recommendations which include strate-
gies both similarly and oppositely aligned with their preferences, (4) All
possible strategies. We study how personality type and predisposition
towards preferring certain types of recommendations affects a user’s
alignment, preference, and perceived intelligence of any given strategy
recommendation type. A schematic overview of our entire approach
can be visualized in Fig. 1. Our overall contributions are as follows:

1. We design a novel user study to understand user-preferences
with respect to strategy recommendations for challenging tasks.

2. We develop and validate a metric to convert a user’s preferred
gameplay style into an actionable strategy using just three ques-
tions (𝑝 < 0.05).

3. We evaluate the user preference in the form of usability and
perceived intelligence of the system, workload for the task, and
the alignment of the recommendations with user’s strategy (𝑝
< 0.01).

4. We study how perceived alignment of the recommendation list
impacts the general perception of a recommendation type. We
found that perceived alignment of the recommendation(s) with
user preference significantly impacts usability (𝑝 < 0.01) and
perceived intelligence (𝑝 < 0.01) of the system.

ur first-of-its-kind human-subjects experiment provides a deeper un-
erstanding of factors that impact human preferences while interacting
ith a strategy recommendation system for decision making. These

nsights provide a foundation for designing strategy recommendation
ystems that can adapt to user preferences.

. Related work

In this section we will first cover the existing methods for per-
onalization within a Recommendation System. We will then discuss
ifferent works studying the impact of the presentation of items within
recommendation systems on users and perception of recommendation

ystems.

.1. Recommendation system and personalization

Recommendation Systems can be personalized or unpersonalized
ased on the task requirement. Personalization in recommendation has
een mostly achieved through Collaborative Filtering (Sarwar et al.,
001; Kluver et al., 2018) and Content-based Filtering (Van Meteren
nd Van Someren, 2000; Vanetti et al., 2010). Collaborative Filtering
inds another user with similar preferences and performs recommenda-
ions based on the neighboring user’s preferences while Content-based
iltering performs recommendations based on past preferences of the
ser (Koren et al., 2022). Collaborative Filtering can be done through
he neighborhood approach or latent factor models. Neighborhood ap-
roaches work by either finding similar users or similar items whereas
atent factor models try to find similar characteristics by factorizing
sers and items in the same embedding space. Content-based Filtering
nvolves either discovering new data sources like linked open data,
ser generated content or new algorithmic approaches like meta-path
ased approaches, encoding metadata and deep learning (Lops et al.,
019). Explicit item rating, adaptive dialogs and forms, and comparison
ased techniques have been used to elicit user preferences. Inter-
ctive techniques like visualization, explanations, and user feedback
an further help in shaping the recommendation interface based on
ser preference (Jugovac and Jannach, 2017). The personalization in
ecommendation Systems can be done through User Interfaces, Content
r the Interaction Process (Zanker et al., 2019). Rather than studying
he algorithmic accuracy of the content presented to a user, in our study
e seek to understand how the user interface can be personalized for
trategy recommendation systems.
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Fig. 1. This diagram provides a schematic overview of the entire study. We employ a two-phase study design. The goal of phase one of our study is to validate our proposed strategy
recommendation methodology. In Phase 1, participants complete the strategy recommendation questionnaire (1.1), receive a recommendation (1.2), and complete a post-study
alignment survey to ascertain how aligned the recommendation was to their original preferences (1.3). Using the data from Phase 1, we validate that our questionnaire can
adequately be used to recommend relevant strategies. We now utilize this questionnaire in Phase 2 of the study in which our goal is to study strategy recommendation systems.
After completing a pre-survey (2.1), participants answer the validated questionnaire from Phase 1 (2.2), and are recommended a strategy in one of four formats based on the
study condition (2.3). Participants receive and analyze the recommendation(s) and are then asked to complete a few post-study surveys to evaluate their experience.
2.2. Presentation of items within recommendations

Recommendation systems generally present options which are sim-
ilar to user preferences (Tan et al., 2008; Chen and Yin, 2006; Linden
et al., 2003) but in some cases it can be beneficial to have options
which are dissimilar to user preferences. ‘‘Freshness and Diversity’’ in
recommendations has proven to be helpful in improving the perfor-
mance of the personalized question recommendation system (Szpektor
et al., 2013). A recent study on music recommendation systems also
pointed towards the need for algorithms that are diversity aware, in
other words, algorithms that are able to recommend relevant as well
as diverse music options to users (Anderson et al., 2020).

Prior work has also found that the lack of transparency and unpre-
dictability in algorithms can sometimes lead to users feeling helpless
while working with automated systems (Jhaver et al., 2018), while
expertise of the system was proven to be helpful towards a human’s
appreciation of the system (Hou and Jung, 2021). Thus, showing all
kinds of strategies might help users understand the recommendation
system better and in turn reduce their anxiety while using the system.
Conversely, it could further lead to ‘‘choice overload’’ (Bollen et al.,
2010). Choice overload happens when the recommendation system
provides a large set of good options for users to choose from. It has
been shown as the number of options increases the satisfaction of the
users increases marginally and then starts to decrease (Reutskaja and
Hogarth, 2009).

In our study, we consider these phenomena in designing four types
of recommendations to present to users, i.e. single aligned recommen-
dation, similar aligned recommendations, three diverse recommenda-
tions comprised of both similarly and oppositely aligned strategies,
and all possible recommendations. However, unlike prior work, we
compared all the types of recommendation systems simultaneously and
in the context of strategy recommendations. This lets us compare and
contrast different strategy recommendation systems and their percep-
tion across users. We also analyzed the correlation between personality
traits of the user and preference towards a particular recommendation
system. We hope to study whether prior findings on diversity, anxiety,
and choice overload are reflected in user-interactions with strategy
recommendations.

2.3. Human recommender interaction

The Human-Recommender Interaction is made up of three pil-
lars which dictate the usefulness of the interaction: Recommendation
3

Dialog, Recommendation Personality, and The user’s information-seeking
task (McNee et al., 2006). Each of these facets are defines as follows:

• Recommendation dialog pertains to how the user interfaces with
the recommendation system to receive recommendations.

• Recommendation personality represents the user’s perception of the
personality of the recommendation system. The system’s ability to
personalize and adapt, or obtain, trust all cater to this facet.

• The last category (The user’s information-seeking task) pertains to
the specific task that the user is attempting to accomplish with
the help of the explanation.

Evaluative work in Human-Recommender Interaction has sought to
study the perception of recommendation systems with regards to var-
ious factors in each of these categories. Prior work has shown that
techniques such as personalization (Tam and Ho, 2003), presenta-
tion (Shinozawa et al., 2005), and diversification (Willemsen et al.,
2016; Ziegler et al., 2005) of the recommendation or interface used to
provide the recommendation all significantly improve a user’s interac-
tion via improved satisfaction or perceived usefulness or adoption. Our
work aims to build on this analysis to study the impact of presenting
different variations of personalized strategy recommendations on user
perception of the recommender system.

Various guidelines have also been established to conduct user stud-
ies to study, the perception of and interaction with, these systems that
help researchers in determining the system aspects to be studied, de-
pendent variables to be used, etc. Knijnenburg and Willemsen (2015).
Human-subjects experiments serve as an important method to evaluate
the efficacy of a recommendation systems (Shani and Gunawardana,
2011). We can test new systems by recommending items generated by
the systems to humans and checking if the humans perceive them better
than recommending them random items or items from a different algo-
rithm. We seek to leverage the insights from these prior experiments,
to design our human-subjects experiment and analyze the perception
and usability of strategy recommendation systems. In our work, we
perform a first-of-its-kind human-subjects experiment to evaluate and
understand a user-centric strategy recommendation system.

3. Experimental design

We designed a novel human-subjects study to understand user-
preferences with respect to recommendations of game-play strategies.
Through our study, we seek to understand what factors influence how
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humans like to be provided strategy recommendations, such as their
predisposed proclivity towards a specific type of recommendation or
their personality. Ours is the first experiment to study user perceptions
of recommendation systems outside of well-defined tasks such as e-
commerce or social media recommendations. We seek to provide design
insights for recommendation systems built for human–AI collaboration,
in order to enable AI-systems to suggest strategy recommendations
which are more suitable to individual human-collaborators.

Our strategy recommendations are defined in terms of goals and
constraints. Goals are defined as the set of desirable states that you
want to achieve and constraints are the conditions imposed while ob-
taining those states (see Fig. 3 for an example strategy). We chose this
scaffolding of goals and constraints because goals and constraints pro-
vide an effective middle ground between human-communication chan-
nels, such as language, to black-box optimization paradigms used by
black box AI-systems to execute their behavior. Goals and constraints
thereby provide a human-understandable abstraction (Giunchiglia and
Walsh, 1992) by which a user can program an AI-agents behavior
without any underlying technical knowledge as they can be easily
plugged into both learning and planning-based methods to specify an
agent’s task. For a strategy, each of the six goals has a value between
unfavorable, neutral, and favorable which dictates the importance of
the goal towards the overall strategy. Constraints are represented as
individual statements, such as ‘‘I need 4 troops to effectively defend a
country’’, or ‘‘I must protect the borders of Asgard’’.

3.1. Environment

We utilized the board game Risk, for our experiment. Risk was
an ideal environment for this study, due to the various contrasting
strategies that can be employed towards winning a game of Risk. This
environment is also complex enough to necessitate a strategy recom-
mendation system, as without any recommendations the player would
need to play several rounds of the game in order to curate their own
strategy. Playing Risk involves completing various resource allocation,
scheduling, and planning tasks which are key parts of many real-world
tasks. Furthermore, Risk is a stochastic environment, which is congru-
ent with real-world scenarios, like financial trading, disaster response,
search and rescue, robot manipulation, etc. Unlike other scheduling or
resource-allocation games, such as Starcraft or Age of Empires, humans
can more intuitively develop and interpret strategies for Risk. Risk has
a significantly simpler rule-set which enables humans to develop and
understand strategies without large amounts of domain expertise. These
properties make Risk a suitable environment to understand potential
trends for recommending AI-strategies for real-world tasks.

The version of Risk we employ is a turn-based game with three
players that is comprised of four primary stages:

1. Draft: Pick your initial set of territories on the game board and
deploy your initially allocated troops.

2. Reinforce: Deploy additional troops to your existing territories.
3. Attack: Conduct battles between territories you control with

opposing territories.
4. Maneuver: Move troops between two territories you control.

The draft stage is conducted only once per player at the start of the
game. After the initial drafting stage of all players, each player’s turn
is comprised of sequentially completing the Reinforce, Attack, and Ma-
euver stages. A player wins when they have conquered all territories
n the map. For our experiment, we adapt a Risk gameplay simulator
rom prior work (Tambwekar et al., 2022). We created gameplay agents
ithin this simulator that could follow the strategies we developed

or this study as a means of providing participants with a practical
xecution of the recommended strategy in Risk. Our Risk simulator is
4

hown in Fig. 2. o
.2. Research questions

Through our experiment, we sought to answer the following re-
earch questions:

Q1 - How can we automatically calibrate an actionable strategy
hich aligns with a participant’s gameplay preferences?

Within recommendation systems, personalization is typically em-
loyed to improve the user’s experience by modulating the content of
recommendation to provide recommendations that are more aligned
ith a user’s preferences (Khatwani and Chandak, 2016). Through RQ1,
ur goal is to show that our proposed method can present a recom-
ended strategy that aligns with the user’s gameplay preferences.

Q2 - Does our study condition, i.e. the type of strategy being
ecommended to users, have an impact on the dependent variables
or the recommendation system?

In prior work, it has been shown that ‘‘diversity’’, i.e., the variety
resent in a list of recommendations, and ‘‘serendipity’’, i.e., the unusu-
lness or surprise within recommendations, are increasingly important
or user-satisfaction and -experience (Zhang et al., 2012; Kaminskas and
ridge, 2016). Through RQ2, we aim to answer whether this trend is
eflected for the task of automated strategy recommendations.

Q3 - How do personality factors and demographic information
nfluence the dependent variables in this study?

Prior work has shown that in addition to domain-specific prefer-
nces, a user’s disposition or personality also significantly impact their
references with regards to the structure and format of the recommen-
ation (Nguyen et al., 2018; Chen et al., 2013; Tran et al., 2021;
hwaja et al., 2019). Therefore, as we study recommendations for
novel task, i.e. strategy recommendation for autonomous systems,

hrough RQ3 we seek to understand the impact of these intrinsic factors
n our recommendation system.

Q4 - How does a user’s perception of the alignment of the
ystem’s recommendations with their own preferences affect the
ther dependent variables?

Finally, to build on the analysis in RQ2-3, with RQ4 we study the
mpact of a user’s perception of alignment. Recent work has highlighted
hat a perceived misalignment between the recommendation system
ith the user’s goals and preferences can lead to ‘‘algorithmic hate’’,
hich can have significant downstream effects (Smith et al., 2022).
herefore we study the impact on alignment in this case-study to
nderstand whether the user’s perception of alignment can impact a
ser’s amenability towards specific types of recommendation systems
r the perception of the system.

Our experiment is divided into two separate phases. In Phase 1,
e validate our mechanism to recommend a strategy aligned with a
articipant’s preferences (RQ1). In Phase 2, we study the perception
f varying mechanisms of recommending strategies, and identify the
actors that impact these perceptions with a different set of participants
RQ2-4).

. Calibrating preference questionnaire - phase 1

The first step in our experiment is to identify a mechanism to encode
participant’s innate gameplay preferences into an aligned actionable

trategy (RQ1).
We developed a questionnaire, wherein the participant answered

hree questions regarding what action they would take in a fictional
cenario in Risk. For each of these questions, the participant is asked
o select an action within informative fictional scenarios in Risk which
eeks to inform us of their values and preferences as a Risk player.
ur questionnaire is structured as a binary decision tree, of depth

hree, such that every question has two options, each of which would
ead the participant to a different side of the decision tree depending

n the participant’s selection (see Fig. 4). A participant is assigned
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Fig. 2. This figure shows the Risk Simulator used for our study. Simulation for the recommended strategy was executed by the orange player (Agent) which was playing against
teal (Bravo) and pink (Charlie) players. We also included a legend so that participants could track the forces and territories of all players. Each action is annotated with a
text-description in the text box at the bottom of the screen.
a strategy based on their answers to three questions. Our questions
are intentionally designed to reveal salient details of a participant’s
gameplay preferences, such as ‘‘Are they an aggressive player?’’, ‘‘Do
they like to keep their troops close together?’’, ‘‘Do they prefer to maxi-
mize battles or countries controlled?’’, etc. These questions all measure
non-overlapping properties regarding their choices which allow us to
categorize participants into an appropriate strategy. We have included
each of the seven questions in our tree, as well as the structure of the
tree itself within the Appendix (Appendix B.1).

Through their answers to the three questions presented, we ascer-
tain which out of eight (i.e., 23 = 8 options) total strategies best aligns
with how a participant would play Risk. These eight strategies, as well
as the questions in the decision tree, were hand designed by multiple
collaborators knowledgeable in Risk gameplay, to represent a diverse
set of gameplay choices within Risk, from highly aggressive to highly
defensive strategies. The full list of strategies has been provided in the
appendix (Appendix Fig. D.11). Since this was a novel questionnaire
that we designed, we first need to validate that this questionnaire
recommends strategies which adequately represent the participant’s
preferences. Therefore, Phase 1 of our study is a calibration phase
wherein participants worked with our questionnaire to receive strate-
gies, and we measured how aligned these recommended strategies were
to the participant’s preferences. To measure the effectiveness of our
strategy recommendation questionnaire, we utilize an alignment survey
comprised of four questions (shown in Table 1). This survey is a 7-
point, 4-item Likert scale from Strongly Disagree to Strongly Agree.
The remainder of this section on Phase 1 will cover the analysis of
pilot studies (Section: 4.1) which informed the final structure of the
validation study as well as the final procedure (Section 4.2) employed
to validate our questionnaire. We conclude with a discussion of the
results from our analysis (Section 4.3) showing the validity of our
proposed approach to recommending strategies.

4.1. Pilot studies

We iterated over our study design for the calibration phase several
times during the piloting phase to identify and fill the gaps in our study.
In the first iteration, we only displayed the strategy produced by our
decision tree (aligned strategy (AS)) to the participants and asked them
5

Table 1
This table depicts the Likert statements employed in our alignment
questionnaire. Each statement has a response format with seven items,
ranging from strongly disagree to strongly agree.

Likert Scale

1 The suggestions made to me were aligned with my strategy
2 The suggestions failed to capture my strategy
3 The suggestions paid attention to my strategy
4 The suggestions ignored my preferred strategy

to fill out the alignment questionnaire (see Table 1). Though we found
positive results (n = 12, mean = 5.4375, SD = 1.28), we wanted to
confirm that participants were not giving high alignment scores to the
recommended strategy due to confirmation bias. Thus, in the second
iteration, we incorporated the concept of ‘‘reverse strategy’’. A reverse
strategy was defined as a strategy having different ratings for at least
5 out of the 6 goals from the aligned strategy. The participants were
first recommended either the aligned or the reverse strategy and asked
to fill the alignment questionnaire for that particular strategy. The
same process was then repeated for the remaining strategy. The results
confirmed the confirmation bias and the participants ended up giving
high alignment scores to both the strategies (n=3, AS: mean = 6.33,
SD = 0.62, RS: mean = 5.42, SD = 1.19). We also suspected this might
be because participants were not able to compare the two strategies.
Therefore, in the next phase we displayed both the strategies side by
side (Fig. 3). Participants were now able to compare and contrast the
two strategies. People who preferred the reverse strategy were not able
to coherently explain their choices (n = 5, AS: mean = 4.45, SD = 1.94,
RS: mean = 5.5, SD = 1.20). So, in the final phase of the study we
asked the participants to explain their strategy behind their choices
in the preference questionnaire before displaying the recommended
strategies to them. Also, we recruited participants who already had
some experience with playing strategy games like RISK, CATAN, etc. so
they could validate our preference question better. If the participants
still preferred the reverse strategy over the aligned strategy we asked
them some semi-structured interview questions (Appendix C).
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Fig. 3. This figure depicts how the aligned and reverse strategies were presented to participants during the calibration study. The first half of participants were shown the aligned
strategy as ‘‘Strategy 1’’ and the second half of participants were shown the reverse strategy as ‘‘Strategy 1’’.
4.2. Validating calibration questionnaire

The goal of Phase 1 is to ensure that our strategy recommenda-
tion questionnaire accurately captures the gameplay preferences of
a participant. We used the learnings from the pilots to design the
study for validating the calibration questionnaire. The study begins
with a tutorial for the rules of Risk to familiarize participants with
the rules of the environment, and the simplifications we made to
the game. Next, participants were allowed to play a Risk simulator
to familiarize them with how the gameplay works. Next, participants
are walked through each stage of the game within the simulator,
and then participants are allowed to play the game until they are
confident in their understanding of the game. The participants were
encouraged to play at least one round of the game. Upon completion
of the tutorial phase, participants answer our strategy recommendation
questionnaire to receive a strategy recommendation for their preferred
gameplay style. We present each participant with two options based
on the answers to the questionnaire; (1) The ‘‘aligned’’ strategy, which
corresponds to the strategy that best aligns with their answers to the
questionnaire, (2) The ‘‘reverse’’ strategy which oppositely aligns with
their answers to the questionnaire, i.e. is on the opposite side of the
decision tree. Both strategies are presented side-by-side to participants.
Participants alternatively received the aligned strategy as Suggested
Strategy 1 or Suggested Strategy 2 to remove any bias (see Fig. 3). We
then showed the participant a simulation of an AI Risk player which
employs the given strategy and asked them to answer the alignment
questionnaire to gauge how well a recommended strategy aligned
with their preferences. Finally, the participants were asked subjective
questions regarding what they liked and disliked about the suggested
strategy. This process was conducted sequentially for both strategies,
i.e. simulation, alignment, subjective for strategy 1, then simulation,
alignment subjective for strategy 2.

4.3. Results

In this section, we share the statistical results from our calibration
study to validate RQ1. We conducted our Calibration Study with 16
participants and had to discard data for one participant (see Ap-
pendix D). Each participant received both strategies side-by-side as
6

shown in Fig. 3. We randomized the ordering of these strategies such
that out of the 15 total participants 8 of them saw the aligned strategy
as Strategy 1 (left side in Fig. 3) while 7 participants saw the reverse
strategy as Strategy 1. The purpose of this split was to account for any
potential ordering effect with regards to whether the participant saw
the ‘‘aligned’’ strategy first or second. After interviewing the partici-
pants that gave a higher rating to the reverse strategy, we observed
that those participants sometimes chose options in the calibration
questionnaire that were not reflective of their general strategy. For
example, a participant kept choosing defensive options in the calibra-
tion questionnaire but, when asked to describe their general strategy
towards the game, the participants preferred a more aggressive strat-
egy. Consequently, to make the participants more conscious of their
choices, before presenting the strategy recommendations, we asked the
participants to go over each of their choices and explain the reasoning
behind choosing a particular option. Thereafter, on an average the
participants rated the alignment for the aligned strategy (Mean = 5.18,
SD = 1.28) higher than the reverse strategy (Mean = 3.93, SD = 1.78).
The data failed the Shapiro–Wilk Test for normality; thus, we used the
Wilcoxon signed-rank test. A Wilcoxon signed-rank test confirmed that
this difference was statistically significant with 𝑍 = −3.22 and 𝑝 < 0.05.
The Cronbach’s alpha for the alignment questionnaire was 𝛼 = 0.94.
The statistical significance of the Wilcoxon signed-rank test confirms
that the strategies recommended by our questionnaire are accurately
aligned with a participant’s preferences. This result validates our as-
sumption that this questionnaire encodes preferences into actionable
Risk strategies for Phase 2 of our experiment.

5. Strategy recommendation preference study - phase 2

In Phase 1, we validated our strategy recommendation question-
naire. Phase 2 of our study focused on answering the remaining re-
search questions, i.e. RQ2-4. This section will cover the study conditions
(Section 5.1), metrics (Section 5.2), and procedure (Section 5.3) and
conclude with a description of the statistical results of our experiment
(Section 5.4).
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Fig. 4. A depiction of how we recommend strategies based on the study condition assigned to the participant. In this illustration, based on the participant’s answers to each
question, their ideal strategy is 𝑆4, as shown by the path highlighted in green. For the ‘‘single’’ condition, we will recommend only 𝑆4. For the ‘‘similar’’ condition, the participant
is recommended 3 strategies, i.e. the sibling strategy, 𝑆3, and one of its ‘‘cousin’’ strategies, 𝑆2. In the ‘‘diverse’’ condition, the participant is also recommended 3 strategies,
however instead of the sibling strategy, the participant is recommended a strategy on the other side of the tree, i.e. 𝑆8. Finally, with respect to the ‘‘all’’ condition, participants
are shown all eight strategies. The full calibration questionnaire can be found in Appendix B.1.
5.1. Study conditions

We conducted our second study as an in-person experiment, with
a 1 × 4 between-subjects design wherein the study condition is the
method of recommending a strategy to a user. We first calibrate a par-
ticipant’s gameplay preferences through the preference questionnaire
from Section 4. After calibrating a participant’s gameplay preferences
through the questionnaire from Section 4, in each condition of the study
we provide one of the following four recommendations:

1. Single - Participants are recommended a single strategy that best
aligns with their preferences regarding how they would play
Risk.

2. Similar - Participants are recommended three strategies that are
all similar and aligned with their gameplay preferences.

3. Diverse - Participants are recommended three strategies which
include strategies which are similar and opposing to their game-
play preferences.

4. All - Participants are recommended all eight possible strategies
for playing Risk. In our study we have eight total strategies.

The method for deriving the set of strategy recommendations for
each condition, from our preference questionnaire, is depicted in Fig. 4.

5.2. Metrics

We employed various pre- and post-survey metrics to assist with
our analysis. Firstly, we measured a user’s personality type through a
‘Mini-IPIP’(International Personality Item Pool) questionnaire (Donnel-
lan et al., 2006), which was administered as a pre-study survey. The
mini-IPIP scale is comprised of 5-factors which are the big-5 personality
traits, i.e. Agreeableness, Conscientiousness, Openness, Neuroticism,
Extraversion. The purpose of this survey was to assist in answering RQ2,
i.e. do personality factors have an impact on a user’s perception of our
strategy recommendation system.

Next, we employ various post-survey metrics to analyze the various
facets of a user’s perception of, and interaction with, our strategy
recommendation system. There are five metrics we seek to study in
our experiment, which are (1) Perceived Intelligence, (2) Workload,
(3) Usability, (4) Alignment, (5) General Perception of Recommen-
dation Style. For Alignment, we utilize the same survey that we
utilized in Phase 1, i.e. ( Table 1). For Perceived Intelligence, Work-
load and Usability, we employ validated surveys from prior work,
i.e. Godspeed questionnaire (Bartneck et al., 2009), NASA Task Load
Index (TLX) (Hart and Staveland, 1988), System Usability Survey
(SUS) (Brooke et al., 1996) respectively. Finally, we design a novel
survey on general preference of recommendation types (see Section 4).
This survey seeks to understand a participants general preferences and
opinions of each type of recommendation, i.e. single, similar, diverse,
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all. Each category had four associated questions, with a total of 16 Lik-
ert items. This survey was evaluated on a 7-point Likert response format
from Strongly Disagree to Strongly Agree. This survey is administered
to gauge whether after going through the strategy recommendation
process, they have a strong opinion regarding how they would like to
receive recommendations. Note that this questionnaire was asked at
the end of the study to eliminate any bias that may stem from knowing
about the other possible types of recommendations. After the study,
we also collected more demographic information from the participants
including their age, gender and expertise in playing strategy games.

5.3. Procedure

We started the study in a similar manner as the calibration study
where we provided the participants with a tutorial of RISK and the RISK
simulator to explore and play the game.

After completing the tutorial and pre-survey segments (mini-IPIP),
participants were allowed to begin the study. The study started with
participants filling out the calibrated preference questionnaire, de-
scribed in Section 4, to curate their ideal strategy. Before providing our
strategy recommendations, participants are asked to explain verbally
their reasoning for their choice in each scenario. This serves as a mech-
anism for participants to re-calibrate their holistic strategy based on
their choices, and serves as a mechanism to filter out participants who
made a mistake or no longer agree with their original choices. Next,
we present the one, three, or eight strategy recommendations to the
participant based the study condition they have been assigned. Fig. 4
provides an illustration of how strategies are recommended based on
the participant’s answers to each question in the strategy questionnaire.
The strategies are presented in order of relevance, i.e. most related to
their gameplay preferences to least related to their preferences, but
participants were not informed of the ordering. In addition to the goals
and constraints within each strategy, we also provided an image how
a player following the given strategy would have drafted troops in the
drafting stage (Appendix Fig. D.11).

Finally, for each recommended strategy, the participant had the op-
tion of viewing a simulation of the first two turns of gameplay with an
agent that utilizes the strategy. The simulation helped the participants
visualize the particular strategy if they had difficulty in parsing goals
and constraints of the strategy. Each turn includes actions in all three
stages, which provides multiple indicators of the agents strategy. For
example, based on the agent’s ‘‘attack’’ choices, the participant could
discern how aggressive the agent’s strategy is, or depending on where
the agent chooses to ‘‘recruit’’ troops, the participant can learn what
parts of the map the player is prioritizing. We restricted our simulation
to two turns as we did not want the participant to be biased by whether
the gameplay agent wins. Our aim was to encourage participants to
evaluate their recommendations based on their alignment towards how
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Table 2
This table details the dependent and independent variables in our study. We have
modeled some variables and both dependent and independent variables.

IV Covariate Covariate/DV DV

Strategy Expertise Pref. Single Perceived Intelligence
condition Age Pref. Similar Usability

Gender Pref. Diverse Workload
Conscientiousness Pref. All
Agreeableness Alignment
Extraversion
Openness
Neuroticism

Table 3
This table details the final dependent variable and independent variables/covariates for
each model. Initially every model contained all the covariates (see Table 2) and was
simplified to minimize AICc scores.

DV IV/Covariates Significant
covariates

Usability Study Condition, Study Condition (RQ2),
Conscientiousness, Conscientiousness (RQ3),
Openness, Alignment, Alignment (RQ4)
Pref. Single

Alignment Pref. Diverse Pref. Diverse

Pref. Single Conscientiousness, Age Age (RQ3)

Pref. Similar Pref. Diverse Pref. Diverse

Pref. Diverse Pref. Similar, Pref. Similar,
Alignment Alignment (RQ4)

Pref. All Agreeableness, N/A
Conscientiousness

Workload Agreeableness, Agreeableness (RQ3)
Conscientiousness,
Pref. Single, Age

Perceived Alignment Alignment (RQ4)
Intelligence

the participant would play the game rather than how successful a
strategy is. If participants see a strategy fail, which is possible due
to the stochastic nature of Risk, they may be less likely to admit that
the strategy aligned with how they would play the game. Furthermore,
upon seeing the agent go through all three stages twice, the participant
should get an adequate idea regarding how the agent intends to play the
game. We found two turns to be an adequate compromise to mitigate
the cognitive load taken on by the participants in viewing the gameplay
for each recommendation. Allowing participants to view the whole
game would have been too intensive for participants, especially in the
conditions wherein they have to compare multiple or all strategies.

After participants confirm that they have understood each of the
recommended strategies, the participant is asked to answer the post-
experiment questionnaires relating to Alignment, Usability, Workload,
Perceived Intelligence and General Preference as per Section 5.2. In ad-
dition to the questionnaires, participants were also asked two subjective
questions to obtain qualitative insights regarding participants’ opinions
and experience with respect to each type of recommendation: (1) What
did you like about the Recommendation Interface? and (2) What did
you dislike about the Recommendation Interface? These questions were
asked before our novel preference questionnaire to eliminate any bias
which may stem from knowing about the other possible conditions.

5.4. Results

In this section, we report the statistical tests conducted in both the
calibration study and the main study to answer the research questions
setup in this paper. We ran our experiment with a total of 60 partic-
ipants. Note that the pool of participants was different from that of
Phase 1, i.e. we recruited new participants to work with our calibrated
strategy recommendation system from Phase 1. The participants for the
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study were recruited through posters, college mailing lists, and social
media platforms. As a post-hoc survey, we collected additional demo-
graphic information from the participants. Out of the 58 participants
that reported, 21 were female, 36 were male and 1 was Non-Binary.
The average age of participants was 23.5 (min - 18, max - 31, s.d. -
2.95) and the average expertise in playing strategy games on a scale
of 1–5 was 3.08 (s.d. - 0.98). Detailed information about demographic
personality traits is included in Appendix A. The estimated time for our
study was 45 min and participants were paid $15 to participate in our
study. We discuss the statistical tests conducted to study each research
question and analyze our findings with respect to user-preferences for
strategy recommendations.

To answer our research questions regarding user preferences of
strategy recommendations (RQ2 - 4), we performed a multivariate re-
gression analysis for each dependent variable. For all linear regression
models, we tested for the assumptions of normality of residuals and
homoscedasticity. We performed Levene’s test to measure homoscedas-
ticity, and all models were found to be homoscedastic. The summary
of all the models and assumption tests can be found in Appendix A.
We performed Shapiro–Wilk’s test to test for normality of the residuals
of each model, however we found that some models had residuals that
were not normally distributed. In prior work, it has been shown that an
F-test is robust to non-normality (Cochran, 1947; Blanca Mena et al.,
2017; Hack, 1958; Glass et al., 1972). Therefore, we choose to proceed
with a linear regression analysis.

Our analysis started with separate multivariate linear regression
model for each dependent variable containing all the independent vari-
ables and covariates defined in Table 2. To find the appropriate model
for each measure, we applied AICc (small-sample corrected Akaike
Information Criteria) (Akpa and Unuabonah, 2011) as our Occam’s
razor. Owing to our comparatively small sample size (n=60), we used
AICc which adds a correction term to the standard AIC (Hu, 2007)
to avoid overfitting. Our final models include only the independent
variables and covariates that yield the lowest AICc score. We employed
the AICc score because it helps to mitigate over- and under-fitting
the model. Details of the final models for all the dependent variables
are mentioned in Tables 3 and D.4. We performed a one-way ANOVA
(Analysis of Variance) to measure significance of each measure on the
dependent variables. We further conducted a TukeyHSD post-hoc test to
identify pairwise significance between values for independent variables
which were structured as factors.

Table 3 summarizes the results and details all of the significant
variables in each model. Since some models are relevant across multiple
research questions, Table 3 also highlights which significant variables
pertain to each research question. In the following sections, we discuss
the results and significant variables relevant to RQ2–RQ4 (see Fig. 6).

5.4.1. RQ2
We first sought to measure the effect of the study condition, i.e. the

method of recommending strategies to participants, on the usability,
perceived intelligence, and workload. An ANOVA on our linear regres-
sion model for usability yielded a significant difference in usability
across the recommendation types (F(3, 56) = 4.161, 𝑝 < 0.05). A
Tukey post-hoc test showed that the single strategy recommendation
was perceived to be significantly more usable than similar strategy
recommendations (𝑝 < 0.01) (see Fig. 5). The single strategy was rated
higher than the other two conditions as well (diverse, all), however
the pairwise difference was not found to be significant. The method of
recommending strategies was not found to be significant with respect
to perceived intelligence or workload.

5.4.2. RQ3
Next, we sought to understand how intrinsic personality types af-

fected preference towards any given strategy. Firstly, conscientiousness
significantly impacted the usability of strategy recommendation sys-

tems in general. Participants who had higher degrees conscientiousness
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Fig. 5. Two bar graphs which show the performance of each study condition based on (a) usability and (b) alignment.
Fig. 6. Summary of all the significant results in our study. The asterisks denote the level of significance, i.e. ∗∗∗: 𝑝 < 0.001, ∗∗: 𝑝 < 0.01, ∗: 𝑝 < 0.05.
Fig. 7. These plots denote the impact of perceived alignment on usability and perceived intelligence.
(F(1,58) = 9.654, 𝑝 < 0.01) tended to significantly perceive the rec-
ommendation system as more usable. A participant who likes to be
more prepared and are attentive to smaller details may find it more
usable to be recommended strategies for solving a complicated task
because they are willing to spend the time to comprehensively assess
their options. Workload was significantly higher for participants who
had higher traits of agreeableness (F(1, 58) = 4.390, 𝑝 < 0.05). This
is a logical finding, as agreeable participants would be more likely
to simulate every single strategy to best understand each recommen-
dation, thereby incurring a higher workload. Additionally, we found
that age is positively correlated to preference towards single strategy
recommendation systems (F(1, 58) = 14.645, 𝑝 < 0.01). This could
imply that older people are confident in their strategies and do not
want to waste their time analyzing other options. A graphic providing
a breakdown for the personality types of participants in our study is
provided in the appendix (see Fig. A.9).
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5.4.3. RQ4
Next, we report some findings pertaining to the perceived alignment

of recommendations with respect to their innate preferences(see Fig. 7).
Alignment was found to significantly increase usability (F(1, 58) =
8.677, 𝑝 < 0.01). From Section 5.4.1, we know that the single strategy
condition was perceived as the most usable. This finding is in line with
prior work in personalization (Tan et al., 2008; Chen and Yin, 2006;
Linden et al., 2003) which suggests that the people generally like their
preferences being reflected in the recommended options. Alignment
also significantly impacted perceived intelligence (F(1,58) = 9.331, 𝑝 <
0.01). We found that participants who felt that the recommendations
provided were more aligned with their inherent preferences, perceived
the system are more intelligent. It is logical that participants who
felt that the system was able to accurately understand and encode
their gameplay preferences into the recommendation ascribed more
intelligence to the system.
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Our study condition, i.e. the format of recommendation shown to
the user, was not found to significantly affect alignment. However,
while modeling general preference of diverse strategies, through our
preference questionnaire, alignment was a significant covariate (F(1,
58) = 5.007, 𝑝 < 0.05). Higher perceived alignment improved a partic-
ipants general preference towards diverse strategies, which indicates
that when a participant received a recommendation which was per-
ceived to more accurately reflect their preferences, they were more
open to being provided other contrasting strategies. In-line with recent
work regarding the improved perception of importance of personalized
recommendations (Kim and Lee, 2019), our finding indicates that
perceiving recommendations to be more aligned to their preferences
increased a participant’s openness or trust towards receiving other
contrasting strategies they would not generally prefer.

5.5. Discussion

Our experiment highlights key trends with regards to the design of
strategy recommendation systems. Supporting prior work on general
recommendation systems (Nguyen et al., 2018; Bakir et al., 2023), our
results highlight the importance of accounting for personality factors
during the design of AI strategy recommendations. We found that con-
scientiousness significantly reduced a participants preference towards
the single strategy mode of presentation and agreeableness can increase
the workload experienced. This finding hints at the possibility that
the intrinsic traits of the end-user can be used to preemptively design
more suitable strategy recommendation systems. For example, prior
work has shown that high conscientiousness is very important for high-
stress, skill based positions like surgeons or helicopter pilots (Dickens,
2013; Grice and Katz, 2006; Mullola et al., 2018). Our results may
indicate that humans in such occupations may not prefer the single
strategy condition of recommendations. Also, physicians working in
the private sector with general practice or occupation health as their
specialization, can have high levels of agreeableness (Mullola et al.,
2018). Professionals in these fields might experience higher workload
while using a strategy recommendation systems. Additionally, there
seemed to be a general preference towards single strategy recommenda-
tion systems over similar strategies recommendation system. Thus, if a
recommendation system is capable of inferring user preferences, users
may find it more usable to be presented with just the most relevant
strategy instead of choosing from a list of strategies similar to the most
relevant strategy, which may be attributed to choice overload (Bollen
et al., 2010).

Prior work has shown that humans hold AI-assistants to a higher
standard than human-assistants (Chen et al., 2021). To design recom-
mendation systems for human–AI collaborative tasks, that humans will
be willing to adopt, we need to better understand the perception of
these systems, as perception directly impacts user-experience (Zhang
and Li, 2004). Recent work on news-recommendations has shown that
a user’s satisfaction plays a significant role in determining continued
intention to use a news-recommendation system (Shin et al., 2020).
Our experiment furthers research on usability of recommendation sys-
tems, directly studying the impact of perceived alignment on a user’s
perception of usability or intelligence.

Recent work on personalization has shown that users perceive per-
sonalized generations to be more important and informative (Kim and
Lee, 2019), and our findings builds on this research in the context
of strategy recommendations. Our findings show that, when a user
perceives the recommended strategies to be aligned with their pref-
erences, they are more open to receiving a diverse or varied set of
recommendations. This result encourages future work to strive towards
building mechanisms to infer a user’s preferences at scale and more
accurately convey the alignment of a recommendation to the user.
However, this finding regarding the alignment of recommendations also
offers a cautionary tale. Within the UX design community there is a
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term called ‘‘dark patterns’’, which are malicious design specifications
to trick or convince the user to perform an action which does not bene-
fit them (Gray et al., 2018). Therefore, in future work, it is important to
ensure that there is a minimal degree of confidence in the correctness
of strategy recommendations generated by the system.

Finally, some initial insights from our qualitative questionnaire hint
at the benefits of incorporating explainable AI mechanisms (Zhu and
Williams, 2020; Ehsan et al., 2019; Silva et al., 2022; Tambwekar and
Gombolay, 2023) in strategy recommendation systems could further
benefit confidence in the system. For instance, one participant com-
mented that, ‘‘I wish that the interface would explain a bit more on
how my choices were converted into the strategy so I would feel more
confident in it’’, which supports a claim from recent work (Yang et al.,
2021). Yang et al. (2021) state that recommendations and explana-
tions should be integrated and modeled in conjunction so that the
explanation can adequately defend the recommendation. Facilitating
this process should be an important consideration for future work on
strategy recommendations. An important next step would be to study
directly study strategy recommendation systems from the perspective
of user-adoption in a more immersive setting wherein users have to
use the strategy they were recommended, in order to ascertain how
each of these three properties (i.e., alignment, usability, and perceived
intelligence) affect willingness to adopt a given mode of recommending
strategies.

6. Limitations

Firstly, although we provide participants with a tutorial as well as
a simulation of Risk gameplay, we cannot be certain that participants
have adequately understood Risk. We obtain verbal confirmation from
participants that they are comfortable with the game, however, we do
not specifically test for this. Without adequately understanding how to
play Risk, participants may not be able to create a mental model of the
strategy they would employ, and thus may have difficulty evaluating
the strategy recommendations. While important to acknowledge, this
does not diminish our findings and analysis due to the number of
participants who took part in our experiments and the comprehensive
nature of the tutorial and simulation.

Secondly, in this study we have not conducted factor analysis of the
preference questionnaire we designed. Our analysis showed significant
trends relating to the participant preference, that provided support
for the validity of our questionnaire. However, in future work, we
hope to perform factor analysis to ensure reliability of the questions
in relation to each factor (Single, Similar, Diverse, All). An interesting
result we found in our analysis was that age significantly influenced
the general preference towards single strategy recommendations. This
could indicate a broader impact of age as a dependent variable in this
analysis. As our population was primarily comprised of people between
the ages of 18–30, future work could perform a similar study with a
wider population to confirm the trends we discovered. Lastly, while our
study provides novel insights regarding broad strategy recommendation
preferences, our experiment is not setup in an immersive real-world
task. In future work, we hope to develop a real-world collaborative
experiment with a robot wherein the robot recommends strategies to
a participant, and the human employs the recommendations to specify
how the robot should complete the collaborative task. We would also
conduct this human-subjects experiment on a more diverse population
in the future.

7. Conclusion

As humans collaborate with AI-agents to solve more challeng-

ing tasks, humans may not have the capability to translate their
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preferences into actionable strategies that an AI agent can execute. To
solve this issue, we need to develop strategy recommendation systems
that can take in a user’s preferences and recommend well defined
strategies. Prior work on user-centric recommendation systems has
studied the impact of personality type of a user on the perception
of a recommendation system as well as the general structure of a
recommendation list. However, if the task at hand is more intricate
and complex these preferences might change. In this paper, we con-
ducted a novel human subjects experiment to understand how differing
types of recommendations impact the usability, perceived intelligence,
workload and preference towards any given mode of recommendation.
We created and validated a novel method of encoding a participant’s
preferences into an actionable strategy for Risk through three simple
gameplay questions. We also developed a new questionnaire to gauge
user preference towards receiving single, similar, diverse, or all types of
recommendations. Our analysis showed that certain personality traits
(e.g.: conscientiousness) have a significant impact on the preference
of a particular type of recommendation system. Finally, we report a
correlation between preference, alignment and usability, highlighting
the need for further mechanisms to automatically infer user preferences
and align strategy recommendations with it. Our work provides insights
into user preferences for a strategy recommendation system which can
be used to design personalized systems for human–AI teaming in the
future. Personalization can in turn lead to higher user satisfaction and
adoption of the strategy recommendation system.
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ppendix A. Additional results

We utilized AICc as our Occam’s razor to finalize the model for
nalyzing each dependent variable. For each dependent variable, we
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egan with a model that modeled each individual covariate and
independent variable along with all pairwise interaction effects be-
tween these variables. We removed variables until we arrived at the
linear regression model with the lowest AIC score. In this section, we
report an additional significant finding that was not relevant to our
research questions.

We found that the preference for diverse strategies was inversely
related to the preference for similar strategies. This was found to be
a significant correlation while modeling both preference for similar
strategies (F(1, 58) = 7.932, 𝑝 < 0.01) and preference was diverse
strategies (F(1, 58) = 7.639, 𝑝 < 0.01) (Fig. A.8). This result is intu-
itive as people who like to recommended strategies aligned to their
preference would not like to be recommended diverse strategies and
vice-versa.

Appendix B. Questionnaires

B.1. Calibration questionnaire

In this section, we provide the seven questions utilized to encode the
preferred gameplay style of a participant. The calibrated gameplay style
was further used to recommend strategies (Fig. 4). The questionnaire
comprises of seven questions each containing two options to choose
from (Fig. D.10).

B.2. Preference questionnaire

This section contains the details regarding the questions and scor-
ing of our novel preference questionnaire. We have four questions
directed at measuring the preference towards each type of condition.
We randomized the questions for a particular condition.

Questionnaire. Imagine you are completing a challenging task and
you have to come up with a well-defined strategy that you can use.
You are then provided with an AI agent which can understand your
preferences and accurately provide strategy recommendations (similar
to the process you went through in this study). In such instances, please
answer the following questions regarding how you would like to receive
plan recommendations on a scale of 1–7, 1 being strongly disagree and
7 being strongly agree.

1. I would like to be presented with a single plan which best reflects
my preferences.

2. Even if I am presented with a plan that best represents my
preferences, I would prefer receiving additional options that I
could consider.

3. I don’t need more than one plan if I am presented with a plan
which best reflects my preferences.

4. Evaluating more than one plan is not worth the extra work.
5. I would like to be presented with multiple plans: one that best

reflects my strategy preferences and a couple of alternative plans
that are slightly different.

6. I would not like to be presented with more than one strat-
egy related to my preferences. The other options should be
dissimilar.

7. I would not want to be presented with a diverse set of plans.
Instead, I would want a few plans that are closely aligned with
my strategy preferences.

8. Picking from a set of similar plans is better than picking from a
set of dissimilar plans.

9. I would like to be presented with multiple, diverse plans: one
that best reflects my strategy preferences, one that is very dif-
ferent from my preferences, and one that is neither similar nor
dissimilar from my preference.

10. I would prefer for all the plans presented to me to be similar
rather than dissimilar.

11. I want to be able to consider a diverse set of options if the list

is not too long.
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Fig. A.8. These plots denote the correlation between preference for diverse strategies and preference for similar strategies.
Fig. A.9. Boxplots for different personality traits of the recruited participants.

12. I would not like to consider plans that are different from my
preferences.

13. I would like to be presented with a list of every possible plan –
one for each possible strategy.

14. Evaluating all possible plans is not worth the effort.
15. Seeing the breadth of planning possibilities is helpful for identi-

fying the best plan.
16. Being presented with all possible plans will not help me in

accomplishing my goals.

Scoring . This section covers how we computed scores for each factor
in the questionnaire. Some items in the questionnaire need to be
reversed prior to scoring. Each factor in our questionnaire had at least
one reverse item to ensure that participants were paying attention to
the questions. Items 2, 6, 10, 12, 14, and 16 need to be reversed before
scoring:

1 = 7
2 = 6
3 = 5
4 = 4
5 = 3
6 = 2
7 = 1
Preference for Single Strategy Recommendation : Sum of items 1,

2r, 3, 4
12
Preference for Similar Strategies Recommendations : Sum of items
5, 6r, 7, 8

Preference for Diverse Strategies Recommendations : Sum of items
9, 10r, 11, 12r

Preference for All Strategies Recommendation : Sum of items 13,
14r, 15, 16r r refers to a reverse scaled item here.

Appendix C. Interview questions for calibration study

During the calibration phase if the participant preferred the reverse
strategy (opposite of the strategy generated by our decision tree), we
asked them these semi-structured interview questions to understand the
missing gap.

1. What strategy do you generally follow in the game?
2. Which strategy is most aligned with your strategy?
3. How do you think Strategy A is different from Strategy B?
4. Can you rank the following strategies from least aligned to most

aligned with your strategy?
5. Why did you select option X?
6. What do you think this question is trying to convey?
7. What changes in the setup would make you change your answer?

Appendix D. Data filtering rubric

In the Phase 1 of our study (i.e. calibration phase) we discarded
one data point where the participant acknowledged that the aligned
strategy was a better representation of his choices in the scenarios but
rated the reverse strategy higher. This section contains the rubric that
was used to filter out the data for Phase 2 of our study. We discarded
four data points using the following rubric -

1. The participant did not read through the goals and constraints
of the recommended strategy.

2. The participant evaluated the Qualtrics UI rather than the rec-
ommendation system.

3. Instead of evaluating the strategy the participant only evaluated
how well the simulated strategy was performing.

4. The participants made some mistakes while going through the
user study.

(a) For e.g. - The participant selected a wrong options in the
initial calibration questionnaire

(b) For e.g. - The participant forgot to answer one of the Lik-
ert items of the preference questionnaire (see Fig. D.11).
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Fig. D.10. This figures contains all questions comprising the Calibration Questionnaire. Each question forms a different node of the decision tree defined in Fig. 4. (L) implies
that selecting this answer moves you to the left branch and (R) implies that selecting this answer moves you to the right branch of the tree.
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Table D.4
This table contains the assumptions of the ANOVA test and transforms applied for all the linear models.

DV Transform Shapiro–Wilk Levene’s

Usability boxcox 𝑝 = 0.072 𝑝 = 0.325
Alignment boxcox 𝑝 = 0.101 𝑝 = 0.368
Preference for Single Strategy N/A 𝑝 = 0.684 𝑝 = 0.893
Preference for Similar Strategies N/A 𝑝 = 0.321 𝑝 = 0.379
Preference for Diverse Strategies boxcox 𝑝 = 0.424 𝑝 = 0.424
Workload N/A 𝑝 = 0.552 𝑝 = 0.591
Perceived Intelligence boxcox 𝑝 = 0.438 𝑝 = 0.841
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Fig. D.10. (continued).
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Fig. D.10. (continued).
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Fig. D.11. Detailed description of all 8 strategies that were used in the study. Each strategy contains goals, constraints and a RISK map with the drafting stage for the strategy.
16
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Fig. D.11. (continued).
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Fig. D.11. (continued).
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